Physical Limits on Cellular Sensing of Spatial Gradients
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Many eukaryotic cells are able to sense chemical gradients by directly measuring spatial concentration differences. The precision of such gradient sensing is limited by fluctuations in the binding of diffusing particles to specific receptors on the cell surface. Here, we explore the physical limits of the spatial sensing mechanism by modeling the chemotactic cell as an Ising spin chain subject to a spatially varying field. This allows us to derive the maximum likelihood estimators of the gradient parameters as well as explicit expressions for their asymptotic uncertainties. The accuracy increases with the cell’s size and our results demonstrate that this accuracy be further increased by introducing a non-zero cooperativity between neighboring receptors. Thus, consistent with recent experimental data, it is possible for small bacteria to perform spatial measurements of gradients.

PACS numbers: 02.50.Le, 05.65.+b, 87.23.Ge, 87.23.Kg

Cells often direct their motion under the guidance of chemical gradients. This is essential for critical biological functions including neuronal development, wound repair and cancer spreading [1, 2]. To detect gradients, small organisms like bacterial cells usually employ a temporal sensing strategy by measuring and comparing concentration signals over time along their swimming tracks [3–6]. In contrast, eukaryotic cells are sufficiently large to implement a spatial sensing mechanism, as they can measure the concentration differences across their cell bodies. Measurements for both strategies are accomplished by specific cell-surface receptors which diffusing chemical particles (ligands) can bind to. Spatial sensing among eukaryotes exhibits a remarkable sensitivity to gradients of merely 1-2% across the cell [7–9]. Given the dynamic fluctuations in ligand-receptor interaction, the receptor signal is inherently noisy, as demonstrated by single-cell imaging experiments [10, 11]. This naturally raises a question concerning the reliability of spatial gradient sensing.

In analyzing bacterial chemotaxis, Berg and Purcell showed that the minimal uncertainty of mean concentration measurements is set by the diffusion of ligand particles [12]. This work has been extended to include ligand-receptor binding effects and possible receptor cooperativity [13–17]. The spatial sensing program concerns the acquisition of information regarding the asymmetry in space (the gradient steepness and direction). The accuracy of gradient measurements should similarly be limited by physical laws governing diffusion and stochastic ligand-receptor dynamics. There have been some studies on the limits to spatial sensing, but either for idealized sensing mechanisms that ignore the receptor kinetics [16] or based on specific transduction models [18]. In this Letter, we address this problem in a general way using a statistical mechanical approach where we view the surface receptors as a (possibly coupled) spin chain and treat the chemical gradient as a perturbation field. By calculat-
two states: either active \( s_n = +1 \) or inactive \( -1 \). For independent receptors, a receptor is activated only if it is bound by ligand and inactive otherwise. Let the energy associated with the state \( s_n = +1 \) (or \(-1\)) be \(-\varepsilon_n\) (or \(+\varepsilon_n\)) in units of the thermal energy \( k_B T\). Then the “on” probability of the \( n\)-th spin is given by the Boltzmann distribution: 
\[
P_{\text{on}} = e^{\varepsilon_n}/(e^{\varepsilon_n} + e^{-\varepsilon_n}).
\]
For simple receptor-ligand kinetics (Fig. 1), we have \( P_{\text{on}} = C_n/(C_n + K_d) \) in chemical equilibrium where \( K_d = k_-/k_+ \) is the dissociation constant. Therefore, the free energy has the expression:
\[
\varepsilon_n = \frac{1}{2} \ln \frac{C_n}{K_d} = \frac{1}{2} \ln \frac{C_0}{K_d} + \frac{p}{4} \cos(\varphi_n - \phi) \equiv \alpha_0 + h_n. \tag{1}
\]
We define three statistical quantities \( (z_0, z_1, z_2) \equiv (\sum_n s_n, \frac{1}{2} \sum_n s_n \cos \varphi_n, \frac{1}{2} \sum_n s_n \sin \varphi_n) \) where \( z_0 \) is a measure of the average receptor activity and where \( z_1 \) and \( z_2 \) measure the asymmetry in the receptor activity. Using the transformation \( (\alpha_1, \alpha_2) \equiv (\cos \phi, \sin \phi) \) we can write the system’s Hamiltonian as \( H_N \{s_n\} = -\sum_n \varepsilon_n s_n = -\alpha_0 z_0 - (\alpha_1 z_1 + \alpha_2 z_2)/2 \) and compute its logarithm partition function as follows,
\[
\ln Q_N = \ln \prod_{n=1}^N (e^{\varepsilon_n} + e^{-\varepsilon_n}) = \sum_{n=1}^N \ln[2 \cosh(\alpha_0 + h_n)]
= N \ln(2 \cosh \alpha_0) + \frac{Np^2}{64 \cosh^2 \alpha_0} + \mathcal{O}(p^4), \tag{2}
\]
where in the last step the summand is expanded in powers of \( p \) and the sum is replaced by an integral over \([0, 2\pi]\).

The partition function contains all the thermodynamic information we need to infer the gradient parameters \( p \) and \( \phi \), or alternatively, the transformed parameters \( \alpha_1 \) and \( \alpha_2 \). Since \( p^2 = \alpha_1^2 + \alpha_2^2 \), we have by Eq. (2):
\[
E[z_{1,2}] = 2 \frac{\partial \ln Q_N}{\partial \alpha_{1,2}} = \frac{\alpha_{1,2} NC_0 K_d}{4(C_0 + K_d)^2} + \mathcal{O}(p^3), \tag{3}
\]
\[
\text{Var}[z_{1,2}] = 4 \frac{\partial^2 \ln Q_N}{\partial \alpha_{1,2}^2} = \frac{NC_0 K_d}{2(C_0 + K_d)^2} + \mathcal{O}(p^2). \tag{4}
\]
In addition, one can check that \( \text{Cov}[z_{1,2}] = 0 \). Thus, for small \( p \), the joint probability density of \( z_1 \) and \( z_2 \) is
\[
f(z_{1,2}|\alpha_{1,2}) \approx \frac{1}{2\pi \sigma^2} \exp \left[-\frac{(z_1 - \mu \alpha_1)^2 + (z_2 - \mu \alpha_2)^2}{2\sigma^2}\right],
\]
with \( \mu \equiv NC_0 K_d/(4(C_0 + K_d)^2) \) and \( \sigma^2 = 2\mu \) [21]. It is easy to show that the maximum likelihood estimator (MLE) [22] of \( \alpha_{1,2} \) is \( \hat{\alpha}_{1,2} = z_{1,2}/\mu \). As an orthogonal transformation, the MLE of \( p \) and \( \phi \) are given by \( \hat{p} = \sqrt{\hat{\alpha}_1^2 + \hat{\alpha}_2^2} = \mu^{-1}\sqrt{z_1^2 + z_2^2} \) and \( \hat{\phi} = \arctan(\hat{\alpha}_2/\hat{\alpha}_1) = \arctan(z_2/z_1) \), respectively. By the properties of MLE, both \( \hat{p} \) and \( \hat{\phi} \) tend to be unbiased and normal in the large \( N \) limit, i.e., \( \hat{p} \xrightarrow{d} \mathcal{N}(p, \sigma_p^2) \) and \( \hat{\phi} \xrightarrow{d} \mathcal{N}(\phi, \sigma_\phi^2) \), where “\( \xrightarrow{d} \)” denotes convergence in distribution. The asymptotic variances in the gradient steepness and direction,
\[
\sigma_p^2 \text{ and } \sigma_\phi^2, \text{ can be derived from the Fisher information matrix [22], which is diagonal since } p \text{ and } \phi \text{ are independent. Thus},
\]
\[
\sigma_p^2 = 1/E[(\partial_p \ln f)^2] = \frac{\sigma^2}{\mu^2} = \frac{2}{\mu} = \frac{8(C_0 + K_d)^2}{NK_d C_0}, \tag{5}
\]
\[
\sigma_\phi^2 = 1/E[(\partial_\phi \ln f)^2] = \frac{\sigma^2}{\mu^2 p^2} = \frac{8(C_0 + K_d)^2}{Np^2 K_d C_0}. \tag{6}
\]
and thus \( \sigma_\phi^2 = \sigma_p^2 / p^2 \). According to the Cramér-Rao inequality, \( \sigma_p^2 \) and \( \sigma_\phi^2 \) set the lowest uncertainties of gradient measurements from an instantaneous sampling of the receptor states [22]. The approximation for both variances is plotted in Fig. 2 as a function of the two parameters characterizing the gradient: the background concentration \( C_0 \) (Fig. 2A) and the gradient steepness \( p \) (Fig. 2B). We have also performed Monte-Carlo simulations in which 80000 receptors are uniformly distributed along the circular cell membrane. Computing our statistical quantities for 5000 independent realizations, we determined the measurement errors and have plotted them as symbols in Fig. 2. The analytical results agree well with the numerically obtained values. From Fig. 2, we can see that the variances reach a minimum for \( C_0 = K_d \) while only the error in the gradient direction depends on the steepness of the gradient \( \sigma_\phi^2 \sim p^{-2} \). Thus, since \( p = p_0 L \) (with \( p_0 = \frac{1}{\alpha_\phi} \)) increases with the cell’s size, larger cells are able to sense the gradient direction with higher accuracy.

The above results are derived from a single snapshot of the system. If the cell integrates receptor signals over
some time interval $T$, then averaging over multiple measurements can appreciably reduce the errors of gradient sensing. However, the capacity of such averaging is limited by the expected time it takes for every independent measurement. As shown in [8, 14], the time to complete a single measurement is roughly twice the system’s correlation time $\tau$ resulting from the diffusion and binding of ligand molecules, leading to a reduction of the variance: $\sigma^2_{\hat{z}, \tau} = \frac{2r}{T} \sigma^2_{\hat{z}}$. The correlation time is given by $\tau = \tau_{\text{rec}} + \tau_{\text{diff}}$, where $\tau_{\text{rec}} = 1/(K_d + C_0 k_0)$ is the timescale of receptor-ligand reaction and $\tau_{\text{diff}}$ describes the diffusive transport time of ligands. Let $\eta \equiv \tau_{\text{diff}}/\tau_{\text{rec}}$, then the measurement is reaction-limited if $\eta \ll 1$ and diffusion-limited if $\eta \gg 1$. From the above arguments we find that averaging signals over $T$ yields a lower uncertainty of the gradient estimate, 

$$\sigma^2_{\hat{z}, \tau} \approx \frac{2r}{T} \sigma^2_{\hat{z}} = \frac{4r_{\text{rec}}(1 + \eta)}{\mu T} = \frac{16(1 + \eta)}{N \pi L D k} \left(1 + \frac{K_d}{C_0}\right)$$

For small background concentrations ($C_0 \ll K_d$), $\tau_{\text{diff}} = N/(2\pi L D k)$ where $D$ denotes the ligand diffusion coefficient [12, 14, 23], and the uncertainty reduces to $\sigma^2_{\hat{z}, \tau} \approx 16/(NTC_0 k) + 8/(\pi T D L C_0)$. This expression contains two terms: the first one is determined by the chemical kinetics, and the second one, up to a geometric constant, is exactly the Berg-Purcell limit [12] or the result recently derived in [16]. We can derive similar results for the direction inference, since $\sigma^2_{\hat{z}, \tau} = \sigma^2_{\hat{z}, \tau}/\hat{p}^2$. For typical eukaryotic cells, it has been estimated [14, 23] that $\eta \ll 1$, which implies $\sigma^2_{\hat{z}, \tau} \approx 16(1 + K_d/C_0)/(N \pi^2 T k L) \sim 1/(N \pi^2)$. We can relate the uncertainty in the direction measurement to the cell’s size $L$. Assuming that the number of receptors in our model scales with the cell size as $N = N_0 L^\delta$ with $0 < \delta \leq 2$, we find $\sigma^2_{\hat{z}, \tau} \sim L^{-(2+\delta)}$. For comparison, the Berg-Purcell analysis considered only an average concentration measurement and scales as $\sigma^2_{\hat{z}, \tau} \sim L^{-1}$ [12]. Not surprisingly, our results indicate that spatial directional sensing can be more sensitive to the cell’s size.

Our analysis above, which extends beyond the Berg-Purcell framework by providing a direct calculation of the directional sensing limit $\sigma^2_{\hat{z}, \tau}$, was carried out for independent receptors, as is assumed to be the case for most eukaryotic cells that have been studied to date. We now ask, what if there is receptor cooperativity as has been found in many bacterial cells [24–26]? Intuitively, short-range interactions make it possible for receptors to collectively respond and thus sharpens the asymmetry of receptor signals. It is natural to speculate that such enhanced sensitivity may set new and lower limits for directional sensing. To incorporate potential receptor cooperativity, we extend our model to include a nearest-neighbor interaction $J$ (again, in units of the thermal energy $k_B T$). Now, the activity of a receptor, again represented by $\{s_n = \pm 1\}^N_{n=1}$, is determined not only by the local chemical concentration but also by the states of its neighboring receptors. This means that an unbound receptor is not necessarily inactive, as it may have been affected by active, nearby receptors.

Because the local concentration is identical for nearest-neighbor sites (i.e., $s_n = s_{n \pm 1}$), the Hamiltonian of our Ising chain can be written in a symmetric form: 

$$H_N = -\sum_{n=1}^{N} [J s_n s_{n+1} + \epsilon_n (s_n + s_{n+1})]/2,$$

with the boundary condition $s_{N+1} = s_1$. The corresponding partition function is $\mathcal{Q}_N = \sum_{s_1 \cdots s_N} e^{-\beta H_N}$. Here, $H_0 = -\sum_{n=1}^{N} [J s_n s_{n+1} + \epsilon_0 (s_n + s_{n+1})]$ represents the Hamiltonian of an isotropic reference system and where $H_1 = -\sum_{n=1}^{N} J s_n s_{n+1}$ is the exact Berg-Purcell limit [12] or the result recently derived in [16]. We can derive similar results for the direction inference partition function by providing a direct calculation of the log-partition function is $\tilde{\mathcal{Q}}_N^{(0)} = \sum_{s_1 \cdots s_N} e^{-\beta H_0} = \text{Tr}(\mathcal{P}^N) = \lambda_+^N + \lambda_-^N$, (8)

with $\lambda_+ = e^J \cos \alpha_0 \pm \sqrt{e^{-2J} + e^{2J} \sin^2 \alpha_0}$ being the eigenvalues of $\mathcal{P}$. Thus, in $\tilde{\mathcal{Q}}_N^{(0)} \rightarrow N \ln \lambda_+$ for large $N$.

The statistical perturbation theory inspires us to write $\tilde{\mathcal{Q}}_N = \tilde{\mathcal{Q}}_N^{(0)} \{s_n \} \prod_{n=1}^{N} e^{-\beta H_n}$. Here, we denote $\mathcal{Q}_N^{(0)}(\{s_n \})$ by $\tilde{\mathcal{Q}}_N^{(0)} \{s_n \}$ and hence $\sum_{n=1}^{N} (s_n) \cos \theta_n = \langle s_n \rangle \sum_{n=1}^{N} \cos \theta_n = 0$. We further calculate that $\sum_{n,m} (s_n s_m) \sum_{n} \cos \theta_n \cos \theta_m = \tilde{\mathcal{Q}}_N^{(0)}(\{s_n \})$. Thus, the MLE of $\theta$ is $\tilde{\mathcal{Q}}_N^{(0)}(\{s_n \})$ which is given by $\mathcal{Q}_N^{(0)}/N \ln \lambda_+ \rightarrow 0$. Now we rewrite $\tilde{\mathcal{H}}_N = \mathcal{Q}_N^{(0)}(\{s_n \}) = 0$ with the same notations for $a_1$ and $a_2$, $z_1$, $z_2$, and $\phi$.

As has been demonstrated before, the MLE of $\alpha_1$ and $\alpha_2$ can be found from the joint Gaussian distribution of $z_1$ and $z_2$, except now we have to replace $\mu$ by $\bar{\mu} \equiv \overline{\ln(N(1 + 2\xi)/(1 + e^{2\xi} \sin^2 \alpha_0))}$. So the MLE of $\mu$ and $\phi$ are given by $\bar{\mu} = \overline{\ln(N(1 + 2\xi)/(1 + e^{2\xi} \sin^2 \alpha_0))}$ and $\bar{\phi} = \ln(N(1 + 2\xi)/(1 + e^{2\xi} \sin^2 \alpha_0))$. Similar to Eq. (6), their variances are $\sigma_{\hat{z}}^2 = 2/\mu$ and $\sigma_{\phi}^2 = 2/\mu^2$. We plot $\sigma_{\phi}^2$ as a function of $\ln(C_0/K_d)$ for different choices of $J$ in Fig. 2C. Regardless of the receptor coupling strength, this error is minimal at $C_0 = K_d$ (or $\alpha_0 = 0$) where the correlation length is $\xi = 1/\ln(\text{coth}(J) \approx 1/e^{2J}$ and $\sigma_{\hat{z}}^2 \approx \sigma_{\phi}^2(J)$. Receptor cooperativity may help a smaller cell of diameter $L$ achieve the same level of accuracy as a larger cell of diameter $L$ with independent receptors, i.e., $\sigma_{\phi}^2(L) = \sigma_{\phi}^2(L)$. By our previous scaling assumption, the receptor number of the smaller cell is $N = N/(L/L)^{\delta}$. If $L^*$
denotes a critical cell length below which spatial sensing is infeasible with non-cooperative receptors, then adding cooperativity will push the critical cell size, \( \bar{L}^* \), lower by a factor of \((1 + 2\xi)^{-1/2(\delta+6)} \approx L(1 + e^{\delta/2})^{-1/2(\delta+6)} \). This is shown in Fig. 2D where we have plotted \( \bar{L}^*/L^* \) as a function of \( J \) for three values of the scaling factor \( \delta \). As a specific example, we take \( L^* = 8\mu m \) which corresponds to the typical size of a Dictyostelium amoeba. Then, we see that for a cooperativity of \( J = 0.5 \) the new critical size becomes \( \bar{L}^* \approx 4 - 6\mu m \), comparable to the size of many bacterial cells. It is worth remarking that although receptor interaction improves the precision of gradient sensing for \( C_0 \) close to \( K_d \), it enlarges the errors when \( C_0 \) is far away from \( K_d \) (Fig. 2C). In other words, the improved accuracy near \( K_d \) is at the cost of the sensitivity range of background concentrations. Such a tradeoff could be a limiting factor for the introduction of coupling into the spatial sensing mechanism.

It is commonly believed that prokaryotic cells such as E. coli are too small to perform spatial sensing of chemical gradients. However, recent experimental observations show that at least one type of vibrioid bacteria (typical size 2\( \times 6 \mu m \)) are able to spatially sense gradients along distances as short as 5 \( \mu m \) [19]. Our results allow for the possibility that smaller organisms employ a spatial sensing strategy with the aid of receptor cooperativity. As spatial sensing is argued to be superior to temporal sensing for fast swimming bacteria [19, 30], this possibility is of significant theoretical interest and remains a challenge for future empirical studies.
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[20] This assumption is for analytical convenience and can be relaxed numerically. Our theoretical results work well even if the receptors are assumed to be uniformly distributed at random on the cell surface.
[28] For the classic Ising chain, the spin-correlation is \( \langle s_n s_m \rangle = \cos^2 2\omega + \gamma^{n-m} \sin^2 2\omega \), where \( \gamma = \lambda_-/\lambda_+ \) and \( \omega \) is defined by the equation \( \cot \omega = e^{2\delta} \sinh \alpha_0 \) for \( 0 < \omega < \pi/2 \) [27]. Thanks to \( \sum_n \sum_m \cos^2 2\omega \cos \theta_n \cos \theta_m = \cos^2 2\omega \sum_n \cos \theta_n \sum_m \cos \theta_m = 0 \), we only need calculate \( \sum_n \sum_m \sin \theta_n \sin \theta_m \gamma^{n-m} = \sum_n \sin \theta_n \sum_m \sin \theta_m \gamma^{n-m} - \sum_n \sin \theta_n \theta_m \sum_m (\sin \theta_m - \theta_m) \gamma^{n-m} = \sum_n \sin \theta_n \theta_m \sum_m \sin(\theta_m - \theta_m) \gamma^{n-m} = \sum_j \sin^2(2\pi j/N) \gamma^{|j|} = 0 \), while the first term above is identical to \( \sum_n \cos^2 \theta_n \sum_j \cos^2(2\pi j/N) \gamma^{|j|} = \sum_n \cos^2 \theta_n \left[ 1 + 2\sum_j \cos(2\pi j/N) \gamma^{|j|} \right] = \sum_n \cos^2 \theta_n \left[ 1 + 2\sum_j \cos(2\pi j/N) \gamma^{|j|} \right] \).
[29] As long as we are not near any phase transition point, the measurement decorrelation time will remain dominated by the processes of diffusion and binding/unbinding of ligand molecules [15]. Thus, averaging signals over \( T \) will give \( \tilde{\sigma}_{n,T}^2 \approx 4\tau_{eq}(1 + n/\tilde{\mu}T) \) and \( \tilde{\sigma}_{n,T}^2 = \tilde{\sigma}_{n,T}^2/T^2 \).