Cells sense and respond to diverse environmental stimuli using a set of intracellular signaling components. Often, the signal transduction pathways contain shared components which leads to cross-activation at different levels of the pathway. To discover the design principles that ensure signaling specificity is a challenging task, especially for pathways that contain numerous components. Here, we present an analysis of cross-activating pathways and show that a general inhibitory scheme, asymmetric hierarchical inhibition, is sufficient to ensure signaling specificity. Based on this inhibitory scheme, we are able to enumerate all possible network topologies containing two inhibitory links that guarantee specificity. Furthermore, we apply our methodology to the mating and filamentous growth pathways of the yeast model system \textit{Saccharomyces cerevisiae}. We enumerate the possible ways to wire this model system and determine which topology is consistent with experimental data.

INTRODUCTION

Cells are able to reliably execute various functions in response to different environmental conditions. Each function is mediated by a signaling transduction pathway, which converts the external stimulus into specific intracellular signals. These signaling cascades involve intracellular biochemical reactions, carried out by a multitude of second messengers [1, 2]. Often, these cascades cross-activate or share signaling components, raising the possibility of erroneous activation of certain pathways [3]. Examples include pathways involving the second messenger cyclic adenosine monophosphate (cAMP) and mitogen activated protein kinase (MAPK) cascades that regulate multiple functions in eukaryotic cells [4–6].

To ensure signaling specificity, a number of strategies can be employed [3]. Physically separating the signaling components, for example through sequestration or compartmentalization, is conceptually the simplest way to avoid undesirable cross-talk [7–9]. Alternatively, cross-pathway inhibition of components can increase the signaling specificity [10, 11]. This cross-talk occurs often on multiple levels of the signaling cascade and it remains a challenge to understand the intricate wiring required to ensure signaling specificity. In particular, it is difficult to determine the minimum number of inhibitory links that are needed to suppress undesired crosstalk, how to organize these links, and how to enumerate the number of possible network configurations that guarantee signaling specificity.

In this study, we address these questions using simple theoretical and numerical tools that allow us to reduce complex networks to essential signaling modules. In particular, we show that we can capture the essential behavior of two cross-activating signaling cascades by reducing them to a simplified module that contains only four nodes. Using a genetic algorithm [12, 13], we probe all possible configurations of this module that contain inhibitory links. We find that the unique topology that ensures signaling specificity employs the asymmetric hierarchical inhibition mechanism in which two inhibitory links operate at different levels of the signaling cascade. We apply this finding to general and complex signaling networks and, after discussing a reduction algorithm, enumerate the possible topologies that ensure specificity.

Our approach and results are then applied to the budding yeast \textit{Saccharomyces cerevisiae}, a model system for cross-talk [3]. We focus on the mating and filamentation pathways which are characterized by a number of shared components. We enumerate the number of possible networks and explicitly determine their network architecture. Using existing experimental data, we show that only two of these topologies are plausible.

RESULTS

A four-node module underlies signaling pathways with cross-activation

As a first step, we present a coarse-graining method for signaling networks that contain cross-activating links. An example of such a network is presented in Figure. 1A and shows two branches, each with a number of nodes connected with links. Each node corresponds to biochemical components and can represent either a single component or a group of components. The reaction kinetics of these components might be complicated but, since we are only going to be
interested in the steady-state behavior of the network, will be ignored. In what follows, a link can either represent the activation (arrows) or the inhibition (bars) of one component by another component. The nodes are drawn in a causal way such that time flows from top to bottom and shared components can easily be identified. A level can then be defined as the hierarchical place in the cascade with the top node corresponding to the input level and the bottom node to the output level.

To reduce the complexity of this signaling cascade, we first identify shared components, responsible for the cross-activation. Next, we replace the shared node(s) with a set of cross-activation and activation links. These links connect the node upstream of the shared node(s) to the node downstream of the share nodes (Fig. 1B). This results in two signaling cascades with, possibly, multilevel crosstalk that is represented by activation links between the two cascades. Several subsystems, each of which contains only one set of cross-activating links at a single level, can be identified. Concentrating on one of the subsystems we see that the signaling components of each pathway can be classified into two groups. One group correspond to pathway-specific components that are activated before cross-activation and the second group contains the potentially nonspecific components after cross-activation (Fig. 1C).

To facilitate the analysis of this network, we will employ Boolean logic where a node is either on (1) or off (0) [14, 15]. Using this logic, it is easy to see that the elements in each group are always in the same logical state for all input conditions and can be replaced by a single node. This enables us to consider a reduced “four-node system”, in which each input component can activate both of the output components (Fig. 1D). The architecture of this coarse-grained four-node network underlies the original complex network. Of course, the precise dynamics of the reduced network is not likely to be identical to the dynamics of the full network. However, the qualitative steady-state behavior of the simplified network will be identical to the one of the more complicated network. Since it is the steady-state behavior that is determining non-transient signaling specificity, analyzing this simple network will provide insight into the signaling specificity of the more complex cascade.

Asymmetric hierarchical inhibition ensures signaling specificity

The four-node system contains two pathways which we will denote by $X$ and $Y$ (Fig. 2A). With only activation links, the truth table, reporting the output states as a function of the input states, of this system does not exhibit signaling specificity (Fig. 2A). After all, signaling specificity is achieved when the output of $Y$ is negligible compared to the output of $X$ when only $X$ is stimulated and vice versa. As a specific example, we will consider here the case where one of the pathways, taken to be $X$, is “dominant”, resulting in $X_{\text{out}} = 1$ and $Y_{\text{out}} = 0$ when both pathways are activated ($X_{\text{in}} = 1$ and $Y_{\text{in}} = 1$). The corresponding desired truth table is presented in Fig. 2B.
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We can compare $N$ to the total number of topologies with two inhibitory links, with one connecting $X$ to $Y$ and one connecting $Y$ to $X$: $(m_1 + n_1)^2(m_2 + n_2)^2$. We see that the asymmetric hierarchical inhibition topologies constitute a small fraction in the entire topology space, especially for a large number of components in the input and output sets.

We have verified through the use of genetic algorithms that the topologies we discuss above are the ones ensuring signaling specificity.

Generalization of our results

The lessons learned from the four-node model can be used in the analysis of more general and complex topologies. In particular, the insight that asymmetric hierarchical inhibition provides a mechanism for specificity can be applied to topologies where cross-activation occurs at multiple levels. An example of such a topology is shown in Fig. 2D, where we have applied the coarse-graining technique described above for a dominant pathway $X$ and a non-dominant pathway $Y$. In the simplest case, the nodes are linked through direct cross-activation and activation, again represented by arrows between nodes. More complicated cases, including nodes linked through scaffolding and dimerization, can also be investigated, as we will discuss below.

Our analysis starts with partitioning the signaling components of each pathway into three sets. The first set contains all pathway-specific components and are contained in the solid boxes of Fig. 2D. Since these components are not affected by cross-talk and are solely controlled by the input signal, they can be viewed as the input set. The second set, within the dashed-dotted boxes, contains components that are downstream from the input level and upstream from the last component in the cascade that is affected by cross-talk. This intermediate set may contain many cross-activating links and it is important to recognize that signaling specificity is not measured at this level. After all, signaling specificity needs to be ensured at the final cross-talk level, independent of the pathway activation dynamics within the intermediate set. The third and final set is the output set, drawn within the dashed boxes, and includes the final component subject to cross-activation, along with all its downstream components. Obviously, signaling specificity has to be achieved at this level of the cascades.

The asymmetric hierarchical inhibition mechanism discovered in the analysis of the four-node module suggests that adding just two inhibitory links is sufficient to achieve signaling specificity. Furthermore, one of these links needs to connect a pathway-specific component from the first set of the dominant pathway to a component in the output set of the other pathway. We refer to this link as the dominant inhibitory link. The second link, the non-dominant inhibitory link, connects a component in the output set of pathway $Y$ occurring at the same or lower level as the component receiving the dominant inhibition, to a component in the output set of the competing pathway $X$.

Unlike the simple four-node topology of Fig. 2, there is, in general, no longer a unique way to place the inhibitory links. The number of possible topologies, however, can be easily enumerated. Let $m_1$ and $n_1$ ($m_2$ and $n_2$) be the number of components in the first and third sets of pathway $X$ (pathway $Y$), respectively. Then, the number of ways, $N$, we can organize the inhibitory links is given by

$$N = m_1 \sum_{j=1}^{n_2} (n_2 - j + 1)n_1 = m_1 n_1 n_2 (n_2 + 1)/2$$

We can compare $N$ to the total number of topologies with two inhibitory links, with one connecting $X$ to $Y$ and one connecting $Y$ to $X$: $(m_1 + n_1)^2(m_2 + n_2)^2$. We see that the asymmetric hierarchical inhibition topologies constitute a small fraction in the entire topology space, especially for a large number of components in the input and output sets.

We have verified through the use of genetic algorithms that the topologies we discuss above are the ones ensuring signaling specificity.
Extensions and limitations

The discussion above is limited to the case of two inhibitory links. Additional inhibitory links, however, can be easily incorporated. The enumeration of the topologies is still possible but might now involve the number of components in the intermediate sets. Clearly, adding more inhibitory links increases the number of possible topologies. An example of a topology that exhibits specificity and that involves three inhibitory links is shown in Fig. 2E. The most upstream inhibitory link creates an input specific component in the intermediate set of the dominant pathway. This component then inhibits a component in the output set of the non-dominant pathway. As before, a non-dominant link is required to ensure specificity when the Y pathway is activated.

The topologies of Fig. 2D and E only contain feedforward links. The addition of feedback loops can be analyzed in a straightforward manner. Examples of these loops are shown in Fig. 2F where they are indicated in blue. It is easy to verify that the feedback loops indicated as solid links do not interfere with the specificity. Specificity can be impaired, however, by linking a component that is in the intermediate set or in the output set and upstream from the link receiving the non-dominant inhibitory link to an upstream input set component. An example of such a feedback loop is shown as a dashed blue line in Fig. 2F.

Application to yeast signaling pathways

We will now apply our analysis to the yeast cell *Saccharomyces cerevisiae*, where a common set of protein kinases is activated during mating and the filamentous growth response [3, 11, 16, 17]. The mating program is initiated by the binding of pheromones to G protein-coupled receptors on the cell membrane. This triggers the dissociation of G protein into two subunits: G\(\alpha\) and G\(\beta\gamma\). The latter recruits the scaffold protein Ste5 to the membrane that co-localizes and activates in order the MAPK kinase kinase (MAPKKK) Ste11, the MAPK kinase (MAPKK) Ste7, and the MAPK Fus3. Several upstream kinases, including Ste20 and Ste50, also facilitate this sequential reaction. The activated MAPK Fus3 is a mating-specific component that not only controls mating gene expression but also promotes cell cycle arrest and the morphological projection toward the mating partner. In particular, Fus3 activates the transcription factor Ste12 in the nucleus by phosphorylating Ste12 inhibitors, Dig1/Dig2, and active Ste12 can bind cooperatively to the promoters of mating genes.

The switch to a filamentous growth form in yeast is initiated under the starvation of certain nutrients [3]. This filamentation pathway is mediated by a MAPK module that shares the MAPKKK and MAPKK with the mating pathway. The MAPK (Kss1) of the filamentation pathway is highly homologous to Fus3 and activates Ste12 as well as a filamentation-specific transcription factor Tec1. Cooperative binding of active Ste12 and Tec1 at the promoters drives the expression of filamentation genes. Remarkably, Fus3 following pheromone stimulation inhibits Tec1 by accelerating its degradation [18, 19], and thus suppresses the crosstalk with the filamentation pathway and results in a dominant mating pathway. Without such negative regulatory property, Fus3 appears functionally redundant with Kss1 [18]. Both mating and filamentation pathways have genetic positive feedback loops, as both Ste12 and Tec1 up-regulate themselves [20].

A variety of mechanisms have been proposed and studied to explain the signaling specificity in yeast cells, including the sequestration of shared components by scaffold proteins [21, 22], the experimental identification of Fus3-dependent inhibition on Tec1 [18, 19, 23], and the resource draining of Ste12 by Tec1 binding and Ste12-Tec1 degradation [11]. Since there is no absolute physical separation of the MAPK-dependent pathways, cross-pathway inhibition is the likely solution to promote signaling specificity.

The yeast mating and filamentous growth pathways can be graphically represented as in Fig. 3A. Here, some of the nodes are not connected through a direct activation link. Nevertheless, these links can still be treated as activation links since they represent a causal connection between the nodes and the network can be coarse-grained using the techniques described above, leading to the signaling cascades in Fig. 3B. For example, the scaffold protein Ste5 is required for the activation of Fus3. This requirement can be represented in the coarse-grained cascade by an activation link connecting Ste5 and Fus3. Similarly, the formation of the Ste12-Ste12 and Ste12-Tec1 dimers can be represented as activation links.

The core topology of Fig. 3B contains the minimal set of nodes and links that represent the skeleton underlying the full network. In Fig. 3B we have also identified the input, intermediate and output sets for both pathways as we did in Fig. 2. For the dominant mating pathway, the input set contains Fus3 (part of this set since Ste5 is needed for its activation), Ste5 and a node representing all pathway-specific components upstream of Ste5. The output set contains both Ste12 and Ste12-Ste12, while the intermediate set is empty. Note that Ste7, Ste11 and Ste20/Ste50 are not input specific and are therefore not in the input level. The input level for the non-dominant filamentation
FIG. 2: (A) The truth table associated with the basic four-node topology with crosstalk. (B) The inclusion of two inhibitory links (a dominant (solid line) and a non-dominant (dashed line)) leads to an asymmetric hierarchical inhibition mechanism and a truth table that exhibits signaling specificity and mutually exclusive outputs. (C) The maximum and the average fitness scores for the top 50% best-fit topologies in our genetic algorithm as a function of the generation number. After roughly 30 generations the genetic algorithm returns a stable configuration. (D) Example of a more complex signaling network with multilevel crosstalk exhibiting asymmetric hierarchical inhibition. The solid red line represents the dominant inhibitory link and dashed red line represents the non-dominant inhibitory link. (E) Example of a signaling network exhibiting specificity with three inhibitory links. (F) The introduction of most feedback loops (indicated as solid blue lines) does not impair the signaling specificity. However, specific feedback loops, such as the one drawn as a dashed blue line, can impair signaling specificity.

pathway does not play a role in determining the suitable topologies while the intermediate set consists of Kss1 and the output set contains both Tec1 and Ste12-Tec1.

Following our enumeration scheme discussed above, we can identify $m_1 = 3$, $n_1 = 2$ and $n_2 = 2$, and, according to Eq.1, there are 18 ways to add inhibitory links to the signaling cascade that lead to asymmetric hierarchical inhibition. Six of these exhibit a dominant inhibitory link connecting a component upstream from Ste5 to a node in the output set of the filamentation pathway. Likewise, there are six possible topologies in which the dominant inhibitory link involves the scaffolding protein Ste5 and a node in the output set of the filamentation pathway. Motivated by experimental evidence that shows a direct inhibitory link between Fus3 and Tec1 [18, 19], we will focus here on the topologies with an inhibitory link originating from the Fus3 node in the mating pathway. Assuming mating dominance, we can draw six possible topologies as shown in Fig. 3C.

Of the six possible pathway topologies we have found, only two appear to be consistent with existing experimental data. Topology 1 requires the inhibition of Ste12 by Tec1. However, the formation of the heterodimer Tec1 and Ste12 is critical for the successful activation of the filamentation pathway [3, 20], making this possibility unlikely. Topology 2 and 4 involve the inhibition of the mating pathway genes by the transcription factor Ste12-Tec1. Experiments, however, indicate that this heterodimer binds specifically to filamentation gene promoters [20], making such a direct inhibition unlikely. Of course, there remains a possibility that gene products of the filamentation pathway inhibit mating gene transcription but this will require faster expression of filamentation products compared to that of mating products. The dominant inhibitory link in topology 3 and 4 comes from the direct inhibition of Ste12-Tec1 by Fus3 or the blocking of promoter sites for the filamentation genes by Fus3. Such an inhibitory interaction has not been found experimentally, making these topologies implausible.

The two most probable topologies are number 5 and 6 in which Fus3 directly inhibits Tec1, as demonstrated in experiments [18, 19]. In topology 5, Tec1 inhibits the activation of the mating genes, either through the blocking of the promoter activity of Ste12 or the DNA binding sites of Ste12-Tec1. Topology 6 relies on the inhibition of Ste12 by the heterodimer Ste12-Tec1. This inhibition can be viewed as a resource draining since the formation of
the heterodimer depletes the available Ste12 monomers. This topology was also argued for in our previous study, where we showed that this resource depletion might not be sufficient to ensure specificity. Thus, we argued for the additional degradation of the heterodimer will be able to increase this resource depletion such that a desired level of signaling specificity can be achieved.

**DISCUSSION**

Finding network topologies that can ensure signaling specificity in the presence of shared components can, in principle, be accomplished through a careful analysis of the experimental data. Such a search, however, is most likely very time consuming. Furthermore, it does not guarantee finding all possible topologies. Thus, it is useful to determine the basic design principles underlying the allowed topologies for cross-activating pathways. Such a search for basic principles in pathway designs is not limited to the problem of signaling specificity and has recently been carried out for adaptive pathways [24].

In this study, we were able to determine a four-node module as the basic building block of cross-activating pathways (Fig. 1). This simple module can be analyzed easily, either by direct simulation and parameter sweeps [24, 25], or, as we have presented here, using a genetic algorithm. The result of this analysis shows that signaling specificity can be ensured by implementing two inhibitory links. These links break the symmetry and have to be placed at different hierarchical levels of the network. Hence, the resulting inhibition scheme can be classified as asymmetric hierarchical inhibition [11].

At first glance, it seems surprising that the genetic algorithm does not return a symmetric topology in which the output components inhibit each other. This reciprocal mutual inhibition module has been suggested as a mechanism to ensure specificity in several previous studies [7, 10, 26]. For cross-activation rates that are comparable to direct activation rates, however, this topology cannot ensure specificity. For example, specificity for the X branch requires a stronger inhibition of $Y_{out}$ by $X_{out}$ than vice versa, comprising the specificity of the Y branch. Thus, this scheme may be more applicable for the case where cross-activation is much weaker than direct activation of downstream proteins.

The analysis of the four-node module allowed us to construct a general approach to cross-activating pathways. Crucial in this approach is the recognition that the nodes of the pathway can be classified in one of three sets: an input set, an intermediate set, and an output set (Fig. 2). The input set is made up of those components that are only activated by the input signal of a single pathway. The output set contains the component that is most downstream in the pathway that is subject to cross-activation, along with any other components that are further downstream from this node. All components that are downstream of the input set but upstream from the output set fall into the intermediate set. On the basis of our analysis of the four-node module, we argue that the implementation of just two inhibitory links is sufficient to guarantee pathway specificity. The number of possible network topologies can then be calculated exactly and depends on the number of components in the different sets of the two pathways. The number of topologies that lead to signal specificity is in general much smaller than the total number of all topologies with two inhibitory links, especially for large numbers of components in the pathways.

Our results suggest a general approach to unravel the design principles in cross-activating signaling networks. The first step requires the identification of all pathway-specific signaling components for each signaling transduction pathway (i.e., the input sets). A component is pathway-specific if it is only present or significantly activated in one particular pathway. The second step consists of identifying all components in the output sets. Then, a coarse-grained diagram can be drawn, grouping the components into the three sets. Once such a diagram is drawn, one can enumerate all possible pathways and determine all specificity-ensuring topologies. These topologies can then be examined and compared to existing experimental data. Clearly, this process can be significantly easier than starting with a detailed analysis of the full network. This is true in particular for networks in which the number of pathways-specific components are small. In that case, only a limited number of faithful components with proper wiring can impart specificity and a small set of topologies needs to be examined.

We applied this general approach to one of the most carefully studied cross-activating system, the mating and filamentation pathways in yeast. After coarse-graining of the pathways, we were able to classify the components in each of the three sets using existing experimental data. For example, the MAPK Fus3 is mating-specific since its activation depends on the scaffold protein Ste5 and is thus part of the input set of the mating pathway. The filamentation MAPK Kss1, on the other hand, is nonspecific because it is activated in both mating and filamentation pathways. Furthermore, it is not the most downstream component that is cross-activated and is thus in the intermediate set. The most downstream cross-activated component of the filamentation pathway is Tec1 and is thus, together with Fus3, key in determining the possible network topologies that deliver specificity.

Our analysis resulted in the candidate network topologies presented in Fig. 3C. In principle, since the input set of
FIG. 3: (A) The MAPK-dependent mating and filamentous growth pathways in yeast, including loops representing the feedback in gene transcription. (B) The result of coarse-graining and grouping of the components of the pathways in A. (C) All possible topologies implementing the asymmetric hierarchical inhibition mechanism. The dominant inhibitory links is shown as a solid red line while the non-dominant inhibitory link is drawn as a dashed red line. Only topology 5 and 6 are possibly consistent with existing experimental data.

Of the six possible topologies, we were able to rule out four. In the two remaining candidates, number 5 and 6 in Fig. 3C, the dominant inhibitory link, ensuring filamentation inhibition upon pheromone stimulation, is between the mating pathway specific Fus3 and the filamentation pathway specific Tec1. Such inhibition has been demonstrated explicitly in experiments [18, 19]. The non-dominant link is either between the heterodimer Ste12-Tec1 and Ste12 (case 5) or between Tec1 and the homodimer Ste12-Ste12 (case 6). The inhibition in case 6 can be accomplished by a resource draining mechanism: the formation of the heterodimer Ste12-Tec1 uses almost all available Ste12 monomers such that the production of the homodimer Ste12-Ste12 is greatly suppressed. This mechanism was indeed proposed in our previous work, where we analyzed the network through detailed simulations of all components. The non-dominant inhibitory link in the additional allowed topology connects Tec1 with Ste12-Ste12. There is no direct evidence for such an interaction and it would be interesting to search for it through experimental studies.

Our analysis can be extended in several ways. Our current study only considered deterministic networks, ignoring possible stochastic effects. It would be interesting to explore how our design principles are affected by the presence of fluctuations. Furthermore, we have focused on cross-activating pathways where one of the pathways is dominant.
The case in which dual activation leads to high output levels of both pathways can be analyzed in a similar manner as discussed here. Finally, we have restricted ourselves to two parallel pathways but our analysis can be easily extended to more than two pathways. An example of such an extension could be the inclusion of the high osmolarity glycerol (HOG) pathway in yeast [3, 26].

METHODS

The four-node ODE model

The basic four-node topology with cross-activation is represented by four general ordinary differential equations (ODEs) for the four variables describing the activity of the network:

\[
\begin{align*}
\frac{dX_{in}}{dt} &= I_1 - [d_{xin} + g_1(Y_{in}) + g_2(Y_{out})]f_1(X_{in}) \\
\frac{dY_{in}}{dt} &= I_2 - [d_{yin} + g_3(X_{in}) + g_4(X_{out})]f_2(Y_{in}) \\
\frac{dX_{out}}{dt} &= f_3(X_{in}) + f_4(Y_{in}) - [d_{xout} + g_5(Y_{in}) + g_6(Y_{out})]f_5(X_{out}) \\
\frac{dY_{out}}{dt} &= f_6(Y_{in}) + f_7(X_{in}) - [d_{yout} + g_7(X_{in}) + g_8(X_{out})]f_8(Y_{out})
\end{align*}
\]

where \(I_1\) and \(I_2\) represent the input signals and where the parameters \(\{d_{xin}, d_{xout}, d_{yin}, d_{yout}\}\) denote the basal degradation rates of the four components. Here, the activation and inhibition functions, \(f_i\) and \(g_i\), are either linear, \(f_i(x) = s_i x\) and \(g_i(x) = k_i x\), or sigmoidal Hill functions, \(f_i(x) = s_i x^n/(x^n + s_{ih}^n)\) and \(g_i(x) = k_i x^n/(x^n + k_{ih}^n)\). Here, \(n\) represents the Hill coefficient and we should note here that, according to a recent study, ultrasensitive responses do not guarantee signaling specificity but can enhance the performance of certain networks [27]. For all values of \(n\) we have examined \((n \leq 5)\), the qualitative results remain unchanged. For both functional forms, the inhibitory links are determined by one nonnegative parameter \(k_i\) \((i = 1, 2, ..., 8)\) while the activation is determined by \(s_i\) \((i = 1, 2, 3, 4)\), chosen to be equal to 1. The parameters \(s_{ih}\) and \(k_{ih}\) determine the threshold values of the inhibition and activation.

The network genetic algorithm

A network version of genetic algorithm is designed to search for optimal topologies for certain functional goal [12, 13]. Based on our four-node ODE model, the algorithm starts from a population of random realizations of the eight strength parameters \(\{k_1, k_2, ..., k_8\}\). For every realized topology, we use Matlab 7.0 to solve the corresponding ODEs under three different input conditions: (a) \(I_1 = 1\) and \(I_2 = 0\); (b) \(I_1 = 0\) and \(I_2 = 1\); (c) \(I_1 = I_2 = 1\). The steady-state solutions are then used to evaluate a fitness score, defined as \(F = w(S_X + S_Y + C_{XY}) - \sum_{i=1}^8 k_i\), which measures the functional performance of a realized topology. Here, we have introduced two metrics for signaling specificity \((S_X\) and \(S_Y)\) [7, 28] and one metric for pathway dominance \((C_{XY})\); they are \(S_X = \log (X_{out}/Y_{out})\) under condition (a), \(S_Y = \log (Y_{out}/X_{out})\) under condition (b), and \(C_{XY} = \log (X_{out}/Y_{out})\) under condition (c). To further balance cost and performance, a weight parameter \(w\) was found to be helpful.

All parameters are fixed throughout except \(\{k_1, k_2, ..., k_8\}\) which are allowed to vary independently in the space \([0, k_{max1}] \times [0, k_{max2}] \times ... \times [0, k_{max8}]\). The simulation is started using 1000 topologies with randomly chosen values of \(k_i\). The algorithm then sorts all the topologies based on their fitness scores. A fixed fraction (e.g. 50%) of best-fit topologies are kept as seed configurations for reproduction in the next generation, where the parameters \(\{k_1, k_2, ..., k_8\}\) encoding every seed are subject to random mutation, that is, increasing or decreasing each \(k_i\) by a small amount \(\delta k\) with equal probability. We repeat the procedure by evaluating the fitness scores for the newly generated topologies and selecting the top 50% best-fit ones as seeds for another round of reproduction. To monitor the process, we calculate the average fitness for the top 50% networks. The algorithm stops when it reaches a stable average fitness value. We expect that the optimal network solutions are encoded by the parameters \(\{k_1, k_2, ..., k_8\}\) that correspond to this stable fitness value. For the case where Pathway X is dominant, the algorithm returns a unique solution \(\{k_1, k_2, ..., k_8\}^* = \{0, 0, 0, 0, 0, +, +, 0\}\), corresponding to the scheme of asymmetric hierarchical inhibition in Fig. 2B. We have verified that this solution is independent on the specific choice of the parameter values or on the functional forms of the biochemical interactions.
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