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Abstract

Recently, we have shown the emergence of oscillations in overdamped undriven nonlinear dynamic systems subject to carefully crafted coupling
schemes and operating conditions. Here, we summarize experimental results obtained on a system of N = 3 coupled ferromagnetic cores, the
underpinning of a “coupled-core fluxgate magnetometer” (CCFM); the oscillatory behaviour is triggered when the coupling constant exceeds a
threshold value (bifurcation point), and the oscillation frequency exhibits a characteristic scaling behaviour with the “separation” of the coupling
constant from its threshold value, as well as with an external target DC magnetic flux signal. The oscillations, which can be induced at frequencies
ranging from a few Hz to high-kHz, afford a new detection scheme for weak target magnetic signals. We also present the first (numerical) results
on the effects of a (Gaussian, exponentially correlated) noise floor on the spectral properties of the system response.
 2005 Elsevier B.V. All rights reserved.
1. Introduction

Fluxgate magnetometers [1] have long afforded an inexpen-
sive means of measuring magnetic fields in the 0.01 mT regime.
Recently, laboratory prototype micro-fluxgates [4] with very
good sensitivity have become available due to advances in the
construction of very low noise “single-domain” ferromagnetic
cores [2], as well as simplified time-domain readout schemes
[3] that can be implemented with less complex readout and
signal-conditioning electronics and lower on-board power re-
quirements through the use of bias signals of significantly lower
amplitude and frequency than traditional devices. In these read-
out scenarios, a known time-periodic bias signal having ampli-
tude sufficient to sweep the ferromagnetic core between its sat-
uration states, is applied to the device. A target DC signal then
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skews the underlying potential energy function; the ensuing
asymmetry can be detected via traditional (second-harmonic)
methods or the, recently described [3,4], residence times based
readout strategy. In both techniques, a suprathreshold bias sig-
nal, i.e. one having amplitude greater than the coercive field,
and a frequency compatible with observation time, and inter-
nal flux-coupling constraints, are necessary. The sensitivity of
the time domain based readout has been shown [4] to increase
with lowered bias frequency and amplitude, within the above-
mentioned constraints; these conditions are the opposite of the
requirements for enhancing sensitivity in traditional (second
harmonic) readouts, so that lower onboard power as well as
simpler electronics can be implemented, with benefit, for the
time domain readout case [4], subject, of course, to the practi-
cal constraints mentioned above.

We treat the single fluxgate magnetometer [3] as a nonlinear
dynamic system by approximating the core as a single-domain
obeying the evolution equation ẋ[t] = −∇xV [x], where x[t] is
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the (suitably normalized) macroscopic magnetization parame-
ter, the overdot denotes time-derivative, and the potential en-
ergy function V [x, t] = x2[t]/2 − c−1 ln[cosh[c(x[t] + h[t])]].
The temperature-dependent nonlinearity parameter c controls
the topology of the potential function: the system becomes
monostable, or paramagnetic, for c < 1, corresponding to an
increase in the core temperature past the Curie point. The func-
tion h[t] is an external target signal.

In two recent papers [5], we demonstrated that unidirection-
ally coupling overdamped bistable elements in a ring can lead
to oscillatory behaviour when the coupling strength exceeds a
critical value. In this work, we start by summarizing the ex-
perimental results on this topic, whose importance lies in the
potential sensitivity enhancement when the system is “tuned”
very close to the oscillation threshold (i.e. in the regime of very
low frequency). Numerical studies of the system response in the
presence of a noise-floor in each core, are also presented.

2. Coupled-core magnetometer: overview of deterministic
behaviour

We start by writing down the dynamics for three unidirec-
tionally (cyclically) coupled ferromagnetic cores, the under-
pinning of our so-called “coupled-core fluxgate magnetometer
(CCFM)” (i = 1, . . . ,3, x4 ≡ x1):

(1)ẋi = −xi + tanh
[
c(xi + λxi+1 + ε)

]
,

where xi[t] represents the (suitably normalized) magnetic flux
at the output (i.e. in the secondary coil) of unit i, and ε � �V

is an externally applied DC “target” magnetic flux, �V being
the energy barrier height (absent the coupling) for each of the
elements (assumed identical for theoretical purposes). It is im-
portant to note [5] that the oscillatory behaviour occurs even
for ε = 0, however when ε �= 0, the oscillation characteristics
change. These changes can be exploited for signal quantifica-
tion purposes, the original motivation for our work. We reiterate
that the oscillations do not occur for coupling λ = 0 due to the
overdamped nature of the dynamics (1). The case of a time-
periodic external magnetic flux signal has been discussed in a
recent submission [6] and is not addressed in this Letter.

Under the above conditions, the system (1) displays oscil-
latory behaviour with the following features [5]: (1) The os-
cillations commence when the coupling coefficient exceeds a
threshold value λc = −ε − xinf + c−1 tanh−1 xinf, with xinf =√

(c − 1)/c; note that in our convention, λ < 0 so that os-
cillations occur for |λ| > |λc|. (2) The individual oscillations
(in each elemental response) are separated in phase by 2π/N

(we take N = 3 throughout this work, except where specif-
ically stated otherwise), and have period Ti = (1/

√
λc − λ +

1/
√

λc − λ + 2ε)Nπ/
√

cxinf, which shows a characteristic de-
pendence on the inverse square root of the bifurcation “dis-
tance” λc − λ, as well as the target signal ε; these oscillations
can be experimentally produced at frequencies ranging from
a few Hz to high-kHz. (3) The summed output oscillates at
period T+ = Ti/N and its amplitude (as well as that of each
elemental oscillation) is always suprathreshold, i.e. the emer-
gent oscillations are strong enough to drive the core between
its saturation states, eliminating the need to apply an additional
bias signal for this purpose, as is done in single-core magne-
tometers. Increasing N changes the frequency of the individ-
ual elemental oscillations, but the frequency of the summed
response is seen to be independent of N . (4) The residence
times difference, i.e. the difference in the times spent by the
system in its two stable magnetization states, can be computed
as �t ≈ (1/

√
λc − λ − 1/

√
λc − λ + 2ε)π/

√
cxinf, which van-

ishes (as expected) for ε = 0, and can be used as a quantifier
of the target signal, analogous to the time-domain operation
of the single fluxgate [3]. (5) The system responsivity, defined
via the derivative ∂�t/∂ε, is found to increase dramatically as
one approaches the critical point in the oscillatory regime; this
suggests that careful tuning of the coupling parameter so that
the oscillations have very low frequency, could offer significant
benefits for the detection of very small target signals. Coupling,
therefore, allows one to exploit the target-signal dependence of
the emergent oscillations for detection and quantification pur-
poses.

The oscillations observed from an experimental prototype
[5,7] of a 3-core fluxgate magnetometer are quite striking
(Fig. 1), and show good qualitative agreement with the results
[5] of a simulation of the dynamics (1). Note that the amplitudes
of the oscillations in the experiment are arbitrary compared to
the model because the recorded voltages depend on the gains
set in the coupling circuit. Of course, the magnetic flux in the
model saturates between ±1, but in real devices this quantity is
not measured directly (a voltage readout is used).

In Fig. 2 we show the dependence of the oscillation fre-
quency on the coupling strength; the characteristic (square root)

Fig. 1. Experimental response from 3 coupled PCB fluxgates. The curves corre-
spond to each individual output xi [t]. Note the 2π/3 phase separation between
the solutions, in conformance with the theory [5].

Fig. 2. Experimental result of frequency scaling of three coupled fluxgates with
the applied field. The data agree quite well with the generalized 1/2-power
model which corresponds to the calculated frequency fi = N/Ti .
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scaling is well-satisfied. As expected, decreasing the coupling
strength increases the oscillation frequency. In practice, how-
ever, it is usually more convenient to use the residence times
difference �t as a quantifier of the target signal. The exact
expressions (given above) show that, for a fixed coupling, �t

increases with increasing ε; essentially, the potential function
is increasingly skewed so that the system spends a dispro-
portionately large amount of time in one of its stable states.
For small target signals, one may do a small-ε expansion to
yield �t ≈ (λc0 − λ)−3/2πε/

√
cxinf, where λc0 now represents

the critical coupling, absent the target signal. For a fixed ε,
one observes, immediately, that the resolution (or responsivity
∂�t/∂ε) increases as one approaches the critical point (through
adjusting the coupling parameter λ). This point is driven home
in Fig. 3 wherein we show a family of responsivity curves as
a function of the applied field for different coupling strengths;
the vertical scale is the ratio of the upper residence time over
the lower residence time. The responsivity curves could also be
created by taking the residence times difference; we choose the
ratio because it is dimensionless. The slopes of the curves indi-
cate how responsive the coupled core system is to the applied
field. As the coupling strength is increased toward the criti-
cal value, the responsivity curve becomes steeper. The greatest
sensitivity is realized when the coupling strength is set clos-
est to the critical value, but in this regime it can only detect a
very small target field amplitude. Hence, the ability to tune the
coupling to detect a range of target field strengths, must be a
central feature of this mode of operation; when implemented, it
presents a capability where one may tune the coupling to reduce
the sensitivity and increase the operating range, or vice versa.

To summarize this section, it is clear that the coupled-core
device yields its optimal performance in the very low frequency
regime, close to the oscillation threshold; note that the experi-
mental oscillations (Fig. 1) are at 65 Hz, far lower than the bias

Fig. 3. Experimental responsivity curves, using the residence time ratio (RTR)
vs. the applied target magnetic field ε for different coupling strengths. As ex-
pected, the coupled core system is less responsive as the coupling strength is
increased (top 3 curves). The bottom curve is the responsivity of an “equiva-
lent” single fluxgate magnetometer with bias signal amplitude selected to be
slightly suprathreshold, thereby yielding the maximal sensitivity. Note that the
RTR for the single fluxgate is, conveniently, frequency independent.
frequency that must usually be applied to conventional (single-
core) fluxgates that are read out via the response power spectral
density. The coupled system can be “tuned” to this regime by
adjusting the coupling coefficient λ. This “tunability” of the op-
timal operating regime, if done carefully with consideration of
the magnitude of target signals expected in a given application,
is a big advantage (in addition to the absence of the bias sig-
nal) of the coupled system over its single element counterpart.
Note that one may, in fact, perform an approximate conversion
[4] of the resolution to a more conventional sensitivity (typ-
ically characterized via a noise floor). While this conversion
has not yet been carried out for the 3-fluxgate system, we note
that each individual fluxgate in our experiment had a labora-
tory noise-floor of 10–14 pT/

√
Hz at 1 Hz, when read out via

the residence times difference technique [4]. More details about
the experimental setup and results will appear in a forthcoming
publication [7].

3. The effects of a noise floor

In any practical application, one always has to contend with
noise that arises from two sources: the (magnetic) noise floor
of each sensor, and noise that contaminates the target signal.
Here we will consider the effects, solely, of the noise floor, as-
suming it to be Gaussian band-limited noise having zero mean,
correlation time τ , and variance σ 2. This type of noise is a
good approximation (except for a small 1/f component at very
low frequencies) to what is actually observed in the experi-
mental setup. Theoretically, colored noise F [t] appears as an
additive term on the right-hand side of each of Eq. (1) and is
characterized by [12] 〈F [t]〉 = 0 and 〈F [t]F [s]〉 = (D/τ) ×
exp[−|t − s|/τ ], where D = σ 2τ is the noise intensity, and the
“white” limit is obtained for vanishing τ , although practically,
the white noise is always band-limited. We assume (for simplic-
ity) the same noise parameters for each core, however the noise
is taken to be uncorrelated from core-to-core.

We start with a rapid recapitulation of some theoretical [3]
and experimental [4] observations stemming from our work
with single RT D fluxgates. The voltage signal from the flux-
gate has been shown [4] to have a noise component that can
be well-approximated by a Gaussian distribution. However, the
individual residence times have noise components which are,
in general, non-Gaussian; they have noise-dependent tails and,
with increasing noise intensity the tails get longer. This is a fea-
ture that is quite common to two-state devices; in particular,
the inverse Gaussian distributions that describe the dynamics of
“integrate-fire” neurons have this structure. Our earlier experi-
mental work [3] verified these features for a single-core fluxgate
magnetometer read out using the residence times approach, and
also showed that decreasing the noise intensity (alternatively,
increasing the bias amplitude A) reduced the tail and made the
distributions more Gaussian-like. Of course, this comes at the
price of reduced sensitivity (since the sensitivity in this case
is inversely proportional to the bias amplitude). A careful op-
timization of geometrical and other core parameters can also
lower the noise in the voltage signal.
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To better understand the ramifications of background noise,
we have introduced [3] the (critical, to a practical system) ob-
servation time Tob, and defined a response signal-to-noise ratio
(SNR) which is directly proportional to

√
Tob. A longer obser-

vation time leads to an enhanced response (to very weak target
signals), however, practical constraints may limit Tob. One can
increase the bias frequency ω (when dealing with only a sin-
gle device), thereby increasing the number of crossing events
and improving the statistics of the measurement process, how-
ever this implies a larger onboard power requirement. Hence, in
a practical application, one must strike a balance between the
physical constraints (e.g. onboard power, noise from the bias
signal generator) and the need to carry out a reliable measure-
ment of the mean RT D. The practical configuration is also, of
course, heavily dependent on the amplitude (relative to the en-
ergy barrier height) of the target signal ε to be quantified.

3.1. Fixing the noise correlation time τ

As already mentioned, the simple case of (additive) white
noise is realized, in theory, in the limit of vanishing correlation
time τ , when the noise has an infinitely large bandwidth. Of
course, in practice, either experimentally or computationally,
this bandwidth is limited. In the presence of a small noise floor,
one observes that the noise floor manifests itself in fluctuations
of the “rest” states of each core, about the deterministic mean
values ±b (these are the minima of the single core potential
energy function) which can readily be calculated [3]. Numeri-
cal simulations of the coupled system show that the threshold
crossings are quite sharp and unambiguous (as long as the noise
is not too strong). This is a direct consequence of the very low
time constant τF (usually � τ ) of each core; to all intents and
purposes, each element behaves like a static nonlinearity, with
near-instantaneous switching events.

We now present the first results from the numerical simu-
lations of the coupled system (1) in the presence of additive,
Gaussian, band-limited white noise. For convenience, the non-
linearity parameter c is also taken to be the same throughout.
Further, we consider only the case of zero target signal (i.e.
ε = 0) so that the system is a priori symmetric.

The power spectral density (PSD) of any of the solutions
xi[t] shows interesting features, as seen in Fig. 4. Specifically,
it appears to share much in common with what is observed in
renewal processes [8]. Given the near-instantaneous transition
between the upper and lower thresholds, preceded by a rela-
tively slow transition to the threshold (this is readily observable
in the deterministic time series [5]), and coupled with the (not-
unreasonable) assumption of independent crossing events, the
renewal description seems to be a good one. The features of
the PSD are better explained with reference to Fig. 5 which
shows the modal switching frequency (the location, fM , of the
fundamental peak in the corresponding PSD) of a single ele-
ment in the N = 3 ring, as a function of the noise intensity
for two values of the coupling coefficient bracketing its critical
value. On this figure, we also plot (for comparison purposes)
the characteristic (Kramers) noise-induced hopping rate, which
is numerically computed for a single uncoupled element in the
array. For the subthreshold case, the PSD for any choice of pa-
rameters shows a “knee” at the fundamental (noise-induced)
oscillation frequency fM ; with increasing noise, the spectrum
becomes flatter, approaching the limit where the maximum

Fig. 4. Simulated power spectral densities (PSDs) for three values of coupling,
for various values of noise. Curves are labeled by noise variances, which in-
crease by factors of

√
10, while the noise correlation time τ = 1, and the nonlin-

earity c = 3. Critical coupling λc = −0.4345, as computed in Section 1. Sharp
peaks (bottom panel) correspond to the deterministic oscillation frequency and
its (odd) higher harmonics.

Fig. 5. Simulated modal oscillation (or switching) frequency fM of a single
fluxgate in the N = 3 configuration as a function of noise intensity σ 2 (nor-
malized to potential barrier height �V of a single uncoupled fluxgate, on top
scale). fM denotes location of peak in the corresponding PSD (see e.g. Fig. 4).
Dashed curve is the (numerically computed) Kramers rate fK for a single un-
coupled element. Grey area corresponds to the subcritical (nonoscillating, in
the absence of noise) regime. Other parameters as Fig. 4.
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spectral amplitude occurs at zero frequency for large noise. For
the suprathreshold case we have, already, a deterministic oscil-
lation frequency (shown as a spike, together with its 3rd and 5th
harmonics in Fig. 4), and the effect of the noise is to replace this
spike with a broad (and shifted) peak and its odd (because the
system is symmetric) harmonics; note that the higher harmon-
ics are not visible unless the noise is very small. For very small
noise intensities, the modal oscillation frequency (i.e. the in-
verse mean of the period distribution function) does not deviate
appreciably from the deterministic oscillation frequency; this is
also evident in the top curve of Fig. 5 wherein one observes
a finite oscillation frequency even for zero noise, as expected.
With increasing noise intensity, however, the mean oscillation
frequency becomes a function of the noise and separates itself
from the deterministic frequency. Simultaneously (with increas-
ing noise), the peak amplitude (in the PSD) decreases until,
past the Kramers rate fK , the PSD has its maximum amplitude
at zero frequency (for any value of λ), as would be expected;
this is clearly evident in the bottom panel of Fig. 4. The above
features are the subject of ongoing investigations. The occur-
rence of hopping events in the subcritical regime, where the
deterministic system is quiescent is, clearly, a case of purely
noise-induced switching. In Fig. 6 we plot the relative spec-
tral amplitude �S = (S[fM ] − S0)/S0 of the frequency feature
at fM in the PSD as a function of noise; for the subthresh-
old case, this amplitude is taken at the “knee” of the PSD,
and we define S0 ≡ S[f = 0]. Note the coherence resonance
(CR)-like feature (recall that there is no time-periodic target
signal present) in the subthreshold case [9]; this behaviour is
not seen in the suprathreshold case, quite analogous to obser-
vations on driven bistable systems. An important feature about
the CR in the present case is worth pointing out. In conven-
tional CR [9], a clear separation of time-scales between “fast”
and “slow” variables permits one to separate the system in the
low-frequency oscillation regime (close to the onset of the noisy
bifurcation to CR). No such (formal) separation is possible in
the current system with all the cores described by the system (1)
having the same time constant τF (of course, one can fabricate
devices having widely dissimilar time constants but this would
complicate the dynamics and our analyses, as well as the design
of actual systems based on our work). However, a glance at the
theoretical (numerical) solutions of the system (1) immediately
reveals that, close to the onset of the oscillations at least, the
elements evolve almost one at a time, while the remaining ele-
ments remain approximately at rest (except for small intrawell
jitter caused by the noise floor) in one of their stable steady
states. As soon as the active element has switched states, it re-
mains confined to that well (with some intrawell jitter), while
the next one begins its switching. This is the mechanism of the
soliton-like “ripple” that travels through the ring; however, it
implies, also, that the dynamics introduces a de facto separa-
tion of time scales from element to element as manifested in this
sequential switching behaviour. An analytic solution of the sys-
tem in this case might be possible, for very small noise at least,
but is complicated by the fact that, with increasing noise, the dy-
namical behaviour just described becomes more complex and
the aforementioned sequential evolution is no longer so clear-
Fig. 6. Simulated spectral amplitude at frequency feature normalized to the
spectral amplitude at zero frequency (see text), vs. noise intensity σ 2 (normal-
ized by the energy barrier height on top scale), for same values of coupling λ

as Fig. 5 c = 3, λc = −0.4345.

Fig. 7. Same as Fig. 6 but showing the simulated effects of increasing N ; (bot-
tom to top peaks) N = 3,5,7,9,11. c = 3, λ = 0.9λc = −0.39105, τ = 1.

cut. This is a problem that is, currently, under intense theoretical
investigation.

Finally, we address the issue of increasing the number of
elements in the coupled array. We arrange the elements in a
ring (a one-dimensional chain with periodic boundary condi-
tions). As already mentioned (Section 1), changing N leads
to a proportionate scaling of the individual frequencies of the
component elements, however, the summed output oscillates
at a frequency independent of N . Fig. 7 shows the normal-
ized spectral amplitude at the fundamental frequency feature in
the output PSD of a single element for 5 different N values, in
the subthreshold regime. Clearly, analogously to the array en-
hanced SR effect [10], increasing N leads to an enhancement
in the spectral response of individual elements in the array but
not for the summed output. Fig. 8 provides an intuitive explana-
tion for this behaviour. The time series panels indicate that the
N = 3 time-series output displays (for the value of noise inten-
sity considered in this plot) more incoherence in its switching
dynamics than the N = 9 case, probably because in the larger
ring, the “soliton” takes longer to propagate around the ring and
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Fig. 8. Simulated response of a single element in the N = 3 and N = 9 cou-
pled arrays. Lower panels show the temporal response and top panel shows the
power spectral densities. Parameters correspond to those of Fig. 7 with the noise
intensity parameter set to the value at which the curves of Fig. 7 are peaked.

is, thus, isolated “from itself”. The more coherent (i.e. periodic,
in this case) temporal response manifests itself in a higher peak
at the fundamental response frequency in the power spectral
density; the shift (as predicted by the deterministic theory of
Section 2) in the location of this peak is also apparent, and is
a direct result of the “soliton” taking longer to circumnavigate
the ring with increasing N . These features, a probable mani-
festation of array enhanced coherence resonance [11] are, also,
being investigated.

3.2. Varying the noise correlation time

The preceding treatment assumed that the external noise,
while independent from site-to-site, had its correlation time
fixed at τ = 1. In practice, the individual device time constants
τF are of considerable importance in determining the dynami-
cal behaviour and, in fact, determine whether the system sees
the noise as white or colored. The quantity τ−1

F defines the
“bandwidth” of each switching element. In well-made devices
one typically has τF ≈ 10−6 or even somewhat less, corre-
sponding to a very sharp hysteresis loop and near instantaneous
switching between stable steady states. The noise, however,
is almost always band-limited with typical sources being ma-
Fig. 9. Same as Figs. 5 and 6 but showing the simulated effects of increasing
noise color, with noise correlation time decreasing logarithmically from bottom
to top, τ = 10,

√
10, 1, 1/

√
10, 1/10. Thick lines illustrate white noise lim-

its. Vertical dashed line is the barrier height �V = 0.2698. Coupling strength
λ = λc .

terials noise and noise in the readout electronics (we do not
consider, here, the case of noise contaminating an externally
applied target signal). Typically, the noise bandwidth τ−1 is
smaller than the bandwidth of each switching element. Hence,
given a noise source (or even a deterministic external signal
having frequency smaller than τ−1

F ) of sufficient strength to per-
mit switching in a single system element (in this case, one of
the cores), the system can be treated as a static nonlinearity
with its switching dynamics predicated entirely on the noise
bandwidth τ−1. Then, for a single device, we are lead to a
simple description in terms of the noise as a dynamic Ornstein–
Uhlenbeck process controlled by the decay constant τ−1 and a
Gaussian noise source with variance σ 2, the effect of the non-
linear device being simply to set the “switching threshold” that
has to be crossed by the (linear) noise dynamics. This pro-
cedure is well-established and has been applied to a number
of 1D systems [13]. For the coupled system (1), the situa-
tion is far more complex and an analytic technique for solving
the noisy system and unlocking the CR behaviour referenced
above does not, yet, exist. Here, however, we present some pre-
liminary (numerical) results showing how the introduction of
noise “color” changes the behaviour of some of the spectral
properties described above. When carrying out numeric sim-
ulations, we are careful to keep the simulation step-size �t

much less than the correlation time τ . We typically choose
�t = 0.004.

Fig. 9 is analogous to Figs. 5 and 6 but shows the effects
of changing the noise correlation time for the N = 3 ring at
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its critical coupling λ = λc . In this figure, the noise corre-
lation times decrease geometrically by factors of

√
10 from

bottom curves to top curves. The thick lines are the τ → 0
“white” noise limits. The decrease in spectral amplitude (lower
panel) is, of course, an already observed feature in single over-
damped bistable systems subject to correlated noise and a time-
sinusoidal driving signal [14].

4. Concluding remarks

This Letter describes a novel way to couple nonlinear dy-
namic devices (in this case, overdamped bistable elements) that
cannot switch between their stable attractors unless driven. Uni-
directional coupling, combined with a cyclic boundary condi-
tion and a choice of initial conditions such that at least one
element has a different initial state from the rest, leads to se-
quential switching behaviour in the chain. The result is the
propagation of a periodic disturbance, reminiscent of a soliton,
through the chain. The behaviour is observed for even and odd
N and shows some novelties when N becomes very large, as
well as when the sign of the coupling coefficient is changed in
a large N array [15]. We have observed this behaviour in our
laboratory setup involving 3 coupled ferromagnetic cores, the
underpinnings of a coupled-core fluxgate magnetometer that is
being developed for the detection of weak target (DC and time-
periodic) magnetic flux signals. The effects of an additive (and,
in general, correlated) noise floor in each core are quantified
here, for the first time. It is important to note that, in practice,
the coupling circuits draw power, so that a truly “power-less”
operation of a real coupled system would be impossible, as dic-
tated by fundamental conservation laws. The effects described
in this Letter (with our particular coupling topology) are, how-
ever, generic to a very wide class of nonlinear coupled systems
whose individual dynamics are derivable via the gradient of a
potential energy function V [x] (bistable, for the case of this
work). It is clear, also, that much theoretical work aimed at
quantifying the noisy dynamics of such systems, remains; in-
troducing additional complexities (e.g. dissipation, that would
raise the dimensionality of each constituent element) is likely
to yield a richness of behaviour that still remains undiscov-
ered.
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